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n the last few years, wireless networks 
have gained significant importance in the 
context of industrial communication sys-
tems [1], where their deployment is bring-
ing several noticeable benefits, ranging 
from replacement of cables to the connec-
tion of devices that cannot be reached by 

traditional wired systems. These features make 
the adoption of wireless networks for industri-
al applications very attractive, and they are en-
visaged to be deployed even more in the future, 
either as stand-alone systems or arranged in 
hybrid (wired/wireless) configurations. Unfor-
tunately, wireless communication systems are 
often characterized by well-known problems, 
such as fading, multipath propagation, shadow-
ing, and interference, that have the undesired 
effect of increasing the bit error rate (BER), 
resulting in the introduction of delays as well 
as randomness in packet delivery. Moreover, in 
the context of industrial communication, these 
aspects may be exacerbated by the specific 
nature of the environment. Indeed, the rapid 
movement of machineries along with the pos-
sible presence of electromagnetic interference 
sources, which are typical of manufacturing 
sites, may introduce considerable fluctuations 
of the BER values that contribute to further 
degradation in communication quality.

All of these phenomena may have a negative 
impact on the performance of industrial wire-
less communication systems, particularly on 
their timeliness. This is a crucial aspect, since 
such systems are often required to provide 
very tight timing performance as dictated by 
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the typical application fields in which 
they are employed, such as factory au-
tomation, process control, and manu-
facturing systems [2]–[4].

Timeliness, in a literal sense, is a 
general term that indicates the ability 
to cope with some timing constraints. 
As such, it has been adopted in the in-
dustrial communication scenario. In 
this context, an actual timeliness as-
sessment can be performed through 
the evaluation of some performance in-
dicators that are tailored to the specific 
network employments.

In particular, several applications 
require that some process data are 
periodically delivered at precise in-
stants (such as, for example, in mo-
tion control systems). In this type of 
application, when communication net-
works are employed [5], suitable per-
formance indicators to evaluate their 
timeliness are represented by both the 
cycle time values that can be achieved 
by the networks and the maximum jit-
ter that may affect the execution of cy-
clic operations [6].

On the other hand, for different kinds 
of applications, like those concerned 
with event-driven systems such as re-
mote monitoring, timeliness may be 
better addressed referring to the maxi-
mum delivery time of acyclic data, since 
this metric allows for estimation of the 
capability of the network to promptly 
notify the occurrence of critical, unpre-
dictable events, such as alarms.

The analysis we provide is mainly 
focused on both the physical and the 
data link layers, since industrial net-
works are typically based on reduced 
protocol stacks that, as such, strongly 
rely on these layers to provide ade-
quate timeliness. Moreover, high-layer 
protocols adopted by different indus-
trial wireless networks, although not 
interoperable, frequently rely (at least 
partially) on common, standardized, 
low-level protocols [7].

An example in this direction is giv-
en by the well-known standards used 
for process control and building auto-
mation, such as wireless highway ad-
dressable remote transducer (HART) 
[8], ISA 100.11a [9], and ZigBee [10], 
which rely on the IEEE 802.15.4 Wire-
less Personal Area Network (WPAN) 

[11]. Similarly, IPv6 over low-power 
wireless personal area networks 
(6LoWPAN)  [12], a standard that is 
beginning to be employed even in the 
industrial environment, defines an ad-
aptation layer that allows the use of 
IPv6 communication services on top of 
IEEE 802.15.4.

Further examples of this type are 
the applications described in [13], in 
which the authors report the deploy-
ment of an IEEE 802.15.4–based sensor 
network in an oil refinery, and [14], 
where the authors discuss the adoption 
of industrial wireless sensor networks 
(IWSNs) for intrusion detection sys-
tems. Finally, it is worth mentioning the 
popular wireless interface for sensors 
and actuators (WISA) [15], [16], which 
implements a master–slave protocol ex-
ploiting the physical layer of the IEEE 
802.15.1 WPAN (Bluetooth) [17].

Timeliness Issues of 
Industrial Wireless Networks
The protocols adopted by industrial net-
works typically use error detection and 
control techniques that are analogous 
to those of general-purpose commu-
nication systems. Among these tech-
niques, the most popularly employed in 
case of packet loss, particularly at the 
data link layer level, is represented by 
the automatic repeat request (ARQ).

In practice, a frame that undergoes a 
transmission error is retransmitted, ei-
ther when a negative acknowledgment 
is received by the source station or af-
ter the occurrence of a time-out in re-
ceiving the expected acknowledgment 
frame. Usually, an adequate number of 
retransmission attempts are granted to 
a transmitting station in order to limit 

the percentage of lost frames to very 
low values.

While this strategy increases reliabil-
ity (roughly, the more the transmission 
attempts, the higher the final success 
probability), it may be dangerous for 
the timeliness of industrial communica-
tion systems (and for the performance 
of the applications that employ them), 
since it introduces some uncertainty in 
packet delivery, possibly causing jitter 
on the periodic operations as well as 
missing of event notification deadlines.

To this regard, let us consider, for 
example, a master–slave network based 
on a pure round robin polling strategy 
comprising one master and ten slave 
devices, and suppose that the polling 
time is the same for each slave. If (due 
to some error), during a cycle, a slave 
requires three transmission attempts 
in order to be successfully polled, then 
that cycle will take  20% more time than 
the previous ones without taking into 
account the possible introduction of 
waiting times between a transmission 
attempt and the following one.

This problem may become par-
ticularly critical for industrial wireless 
networks, since the higher BERs could 
cause frequent failures. Consequently, 
several transmission attempts may be 
required in order to successfully de-
liver a packet.

Furthermore, several protocols 
(mostly those based on random ac-
cess techniques) introduce progres-
sively increasing backoff times that 
have to elapse between one transmis-
sion attempt and the next. The values 
assumed by the backoff times may be 
significant, as can be seen, for example, 
in Figure 1, which reports these times 
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FIGURE 1 – Backoff time for IEEE 802.15.4 networks (values derived directly from the standard).
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for the IEEE 802.15.4 WPAN versus the 
number of transmission attempts, as 
derived directly from the standard. In 
the figure, it is worth observing that the 
backoff time, besides depending on the 
number of transmission attempts, is 
strongly related to the minimum back-
off exponent medium access control 
(MAC) parameter (an integer used by 
the algorithm that calculates the actual 
value of the backoff time, referred to as 
macMinBE in the standard) whose de-
fault value is three.

From the preceding examples, the 
ultimate undesired effect of the retrans-
missions is evident. Indeed, the service 
time (i.e., the time necessary to deliver 
a packet) reveals to be a random vari-
able that, as such, negatively reflects 
on several other important perfor-
mance indicators of industrial wireless 
networks [18], [19].

To this regard, let us go back to the 
case of the master–slave network and 
suppose that it is implemented by a 
popular IEEE 802.11 g WLAN, working 
at 54 Mb/s, with each slave exchang-
ing 10 I/O bytes with the master. We 

consider, as a meaningful perfor-
mance indicator, the cycle time of the 
network [20], i.e., the time employed 
by the master to execute a complete 
polling sequence on the slaves (which 
is clearly dependent on the service 
time). From a theoretical analysis 
based on the structure of the frames 
exchanged, the polling of a slave 
(which implies the transmission of 
both a request and a response frame, 
including their acknowledgments) 
would require 168 ns, leading to a con-
stant theoretical cycle time of 1.68 ms. 
It is worth remembering that the ac-
cess to the communication medium is 
ruled by the master and, hence, nodes 
do not have to compete for gaining net-
work access.

Conversely, Figure 2, which shows 
both the cycle time behavior and its 
probability density function (PDF), re-
veals an evident randomness due to the 
occurrence of both packet retransmis-
sions and backoff procedures. Results 
have been obtained via numerical simu-
lations carried out with OMNeT++ [21], 
using the default MAC parameters and 

assuming a constant, nonideal signal-
to-noise ratio (SNR).

Retransmissions, however, often 
cannot be avoided. Nevertheless, strat-
egies to mitigate their negative effects 
can be undertaken. Particularly, an ad-
equate tuning of the MAC parameters 
is a possible solution. For example, 
reduction of the backoff time would 
have the immediate benefit of signifi-
cantly limiting the randomness of the 
cycle time. This is confirmed by some 
additional simulations we carried out, 
in which the backoff time was progres-
sively reduced. Table 1 reports the sta-
tistics of the cycle time obtained from 
these tests. Specifically, Table 1 refers 
to the following three cases: default 
backoff (Def_BO) (simulation carried 
out using the default MAC parameters, 
as derived from the standard), 50%_BO 
(backoff time reduced by 50% on aver-
age with respect to the default value), 
and Zero_BO (backoff time set to zero). 
As expected, the statistics of the cycle 
time significantly improved when the 
backoff time was reduced.

Unfortunately, commercial IEEE 
802.11 devices often allow only lim-
ited access to the MAC parameters; 
thus, the tuning cannot be completely 
exploited. Conversely, a better situ-
ation may be encountered for some 
IEEE 802.15.4-based devices such as 
motes, which are typically deployed in 
IWSNs, since for such devices the pro-
tocol stacks are usually implemented 
and released in source code, granting, 

FIGURE 2 – Behavior of cycle time and PDF for a master–slave application based on IEEE 802.11.
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in this way, access to the whole set 
of parameters.

Timeliness Enhancements
As a general measure, the timeliness 
of a communication system may be 
enhanced by the use of protocols that 
ensure an ordered access to the trans-
mission medium. This feature has been 
adopted by most of the available indus-
trial wireless networks, since it reveals 
to be particularly beneficial. Indeed, it 
allows channel access contentions (and 
the consequent possibility of wasted 
backoff times) to be avoided, as well as 
significant reduction of frame collisions.

Among the various strategies that 
grant an ordered access, one of the 
most popular relies on time-division 
multiple access (TDMA). With such 
a technique, stations are assigned 
predefined time slots, during which 
they have exclusive access to the net-
work. A further commonly available 
opportunity to enhance timeliness is 
represented by frame prioritization. In 
this case, trivially, greater priorities 
are assigned to urgent frames in order 
to ensure their timely delivery.

In the following text, we address 
some more specific techniques that 
may lead to improved timeliness of in-
dustrial wireless networks, as derived 
from both the scientific literature and 
common working practice.

Improved Retransmission Strategies
The characteristics of the industrial 
wireless communication channel have 
been deeply investigated in the last few 
years [22], [23]. As a general result of 
these analyses, the channel showed an 
alternation of good and bad states over 
time. This behavior can be approximat-
ed by a Gilbert–Elliot [24] model that, 
although rather simplified, ensures 
good analytical tractability. As a mat-
ter of fact, with such channel behavior, 
the traditional retransmission strategy 
described in the section “Timeliness 
Issues of Industrial Wireless Networks” 
(immediate repetition of a transmission 
in case of failure, possibly after a ran-
dom backoff time has elapsed) reveals 
to be even more ineffective.

Generally speaking, since errors oc-
cur as bursts, there is a nonnegligible 

probability that a new immediate trans-
mission toward the same node will take 
place while the error burst that affected 
the communication link between the 
two addressed nodes has not yet end-
ed. In other words, there is the concrete 
risk that the new transmission will be 
undertaken while the link between the 
two nodes is still in a bad state, result-
ing in a new failure.

This problem is addressed in [25], 
in which the authors propose some im-
proved retransmission strategies that 
actually provide better performance 
than the traditional strategy. Particu-
larly, among the others, an adaptive 
scheme is taken into consideration for 
a master–slave network, in which the 
polling sequence executed by the mas-
ter on the slaves is established on the 
basis of a statistic of the success prob-
ability in polling each slave. In prac-
tice, if some slaves have to be polled 
consecutively by a controller, then the 
sequence of queries starts with the de-
vice that, in the past, showed the high-
est poll success probability. It is worth 
observing, however, that this strategy, 
although beneficial, may introduce a 
dynamic change of the polling order 
that, as such, could not always be feasi-
ble. This is the case, for example, in ap-
plications in which one or more slaves 
have to be mandatorily polled at the be-
ginning of a cycle, since their data have 
to be made available to the other slaves 
in the same cycle.

The practical implementation of the 
proposed retransmission strategies 
requires modification of the MAC pro-
tocol. As outlined in the section “Time-
liness Issues of Industrial Wireless 
Networks,” such a possibility is com-
monly granted, for example, by some 
kinds of IEEE 802.15.4 devices (i.e., 
motes) for which the implementation 
can be made via adequate program-
ming of low-level protocol primitives 
(as actually done by the authors of 
[25]). Conversely, devices based on 
different wireless technologies (e.g., 
IEEE 802.11) usually do not provide 
access to the MAC protocol. Conse-
quently, in such cases, the necessary 
modifications should be carried out by 
the manufacturers acting directly on 
the firmware of the devices.

Improved retransmission strate gies 
are expected to introduce relevant ben-
efits in terms of both timeliness and 
reliability. Indeed, the results shown 
in [25] clearly indicate that adaptive 
schemes allow a better (lower) differ-
ence between maximum and minimum 
slave response times to be obtained, 
reducing the randomness of the poll-
ing operations. Moreover, with such 
schemes, the average number of un-
served slaves (which reflects the poll-
ing failures) is kept at very low values.

As a final consideration about low-
level retransmission strategies, it is 
worth observing that they have a strong 
impact on the high-level real-time ap-
plications that may rely on them. For 
example, as outlined in both [26] and 
[27], the admission control test for 
a wireless network equipped with a 
real-time message scheduler has to 
take into consideration the occurrence 
of transmission errors as well as the 
specific strategy adopted by network 
protocols to handle them. Particularly, 
the knowledge of the time requested 
by the low-level retransmissions is key 
information that allows the scheduling 
algorithm to reserve in advance the ad-
equate bandwidth to avoid the problem 
of missing deadlines.

Rate Adaptation
This technique, in principle, can be ad-
opted by any wireless network able to 
dynamically change its transmission 
rate, since it is based on the possibil-
ity of modifying the transmission rate 
in agreement with the channel state 
fluctuations. The basic idea relies on 
the fact that the modulation techniques 
employed at the lower rates are less 
affected by noise. Thus, reducing the 
transmission rate is an effective tech-
nique to ensure packet delivery even in 
the presence of low SNRs.

To select the most suitable rate, 
an estimate of the SNR of the channel 
would be necessary but, unfortunately, 
this is not commonly achievable with 
the available radio components. As a 
possible solution, the SNR could be 
roughly evaluated from the received 
signal strength indicator, a metric that 
can be obtained by a preliminary mes-
sage exchange among stations wishing 
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to communicate, which has to take 
place before the beginning of the actual 
data transfer. However, this solution in-
troduces a relevant transmission over-
head that heavily impacts the overall 
efficiency of industrial communication 
systems, as they typically employ lim-
ited payloads. Consequently, some dif-
ferent rate adaptation techniques have 
been conceived that provide an indi-
rect estimate of the SNR.

The most popular technique of this 
type, which has been proposed for 
WLANs, is known as automatic rate 
fallback (ARF) [28], [29]. In practice, 
ARF compels a station to reduce its 
transmission rate (to the immediately 
lower rate in the available set) after K 
consecutive failed attempts to transmit 
a frame, whereas that station increases 
the rate to the next upper value after N 
successful attempts. Usually we have 

,K 2=  .N 10=  Unfortunately, ARF is 
often  not suitable for industrial net-
works, since it may negatively impact 
their timeliness.

For example, let us consider an 
IEEE 802.11 application (ARF is actu-
ally adopted by most of IEEE 802.11 de-
vices) and suppose, for example, that a 
burst of noise suddenly occurs on the 
channel that diminishes the SNR in 
such a way that the transmission rate 
of a station that is delivering a frame 
has to be reduced from 54 Mb/s to 
24 Mb/s to achieve a good transmission 
probability. In this case, ARF would 
likely undergo seven transmission at-
tempts to correctly deliver the frame 
(two failures per each transmission 
rate in the set between 54 and 24 Mb/s), 
leading to a highly random and possi-
bly intolerable service time value.

An obvious, immediate solution 
to this problem consists in setting 
the transmission rate to a low value. 
However, this choice may reveal to be 
not optimal in terms of service times, 
particularly in the presence of vari-
able SNRs as it often happens in in-
dustrial environments. To this regard, 
let us go back to the transmission of 
an IEEE 802.11 frame from a station 
to another and suppose it carries 
10 bytes of useful data. The minimum 
service time (calculated when the send-
ing station has immediate, successful, 

access to the network) of such a frame 
is, respectively, 182 ns at 6 Mb/s and 
106 ns at 54 Mb/s. Clearly, these values 
may lead to significant performance dif-
ferences even for configurations com-
prising a limited number of nodes (e.g., 
the same operation repeated consecu-
tively on five nodes would require 1820 
ns in one case and 1,060 ns in the oth-
er one). Moreover, an increase in the 
payload, as could be requested, for ex-
ample, by multimedia industrial appli-
cations [30], would make the difference 
even more relevant. As a consequence, 
the choice of the transmission rate rep-
resents a critical aspect of timeliness 
that needs to be adequately investigat-
ed. Such an issue has been addressed 
in [31], where we proposed two alterna-
tive rate adaptation techniques, namely 
static retransmission rate ARF (SARF) 
and fast rate reduction ARF (FARF), 
specifically conceived for real-time in-
dustrial applications. In practice, SARF 
has a behavior similar to that of ARF 
but it specifies each retransmission at-
tempt to take place at the lowest rate 
specified by IEEE 802.11g (6 Mb/s), en-
suring that the most robust modulation 
is used. However, the FARF technique is 
a version of ARF in which every failure 
forces 6 Mb/s as the new transmission 
rate. Subsequently, the increase in the 
rate follows the ARF common behavior. 
Both these techniques dramatically 
reduce the number of transmission at-
tempts, and hence improve timeliness, 
since every retransmission of a packet 
is carried out at the lowest rate. To this 
regard, in the aforementioned example, 
both the techniques would go through 
only one failed transmission attempt 
before correctly delivering the frame 
(at 6 Mb/s).

Analogously to the case discussed 
in the previous subsection, the practi-
cal implementation of the proposed 
techniques, although simple, requires 
access to the MAC protocol. Conse-
quently, such an implementation either 
can only take place on devices that sup-
port this feature or requires a modifica-
tion of the device’s firmware.

Frequency Diversity
Frequency diversity is a strategy that 
allows increased immunity against 

interference arising from other com-
munication systems, a well-known 
problem that affects industrial wire-
less networks, causing frequent re-
transmissions due to frame collisions 
with the consequent negative impact 
on timeliness.

Industrial wireless communication 
systems are usually allocated in the in-
dustrial scientific medical (ISM) band 
at 2.4 GHz. Unfortunately, in this band, 
several different communication sys-
tems may operate, increasing the risk 
of mutual interference. To this regard, 
the IEEE has published a recommended 
practice intended to ensure coexistence 
between communication systems work-
ing in unlicensed bands [32]. Moreover, 
this problem has been extensively ad-
dressed by the scientific community, as 
can be seen, for example, in [33], [34]. 
Also, a particular case of interference is 
represented by so-called cross-channel 
interference, a phenomenon that might 
affect transmissions belonging to the 
same communication system allocated 
on different (adjacent) radio channels, 
as addressed in [35] for IEEE 802.15.4/
ZigBee networks.

The most popular technique adopt-
ed to achieve frequency diversity is rep-
resented by frequency hopping. This 
consists, in practice, of a rapid switch-
ing of the transmitting carrier among 
several frequency channels (sometimes 
referred to as hopsets) according to a 
pseudorandom sequence. An improve-
ment on this technique, adaptive fre-
quency hopping [36], basically allows 
a network to exclude from the hopsets 
frequencies that could interfere with 
those employed by neighboring net-
works, either statically or dynamically.

It is worth mentioning that frequency 
hopping has been adopted at the physi-
cal layer of some industrial wireless 
networks, such as Wireless HART and 
ISA 10.11a. Moreover, in the context of 
WPANs, frequency hopping is employed 
by the physical layer of IEEE 802.15.1.

Frequency hopping (either adap-
tive or not) has a positive impact on 
the timeliness of industrial wireless 
networks, since, intuitively, it ensures  
good immunity toward communica-
tion systems that transmit on fixed 
frequency channels. To this regard, 
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some interesting results are presented 
in [37], [38]. However, dynamically 
changing the transmission frequencies 
of a device requires in-depth modifica-
tions to its hardware configuration. For 
this reason, frequency hopping cannot 
be thought of as an option for devices 
that do not natively support it.

Spatial Diversity
Spatial diversity techniques are based 
on the contemporaneous use of differ-
ent, and possibly independent, trans-
mission paths between two stations. In 
this way, the probability that a trans-
mission will be successful in the first 
attempt is increased with consequent 
improvement of the timeliness. Spatial 
diversity may be achieved in two ways, 
represented  by multiple-input, multi-
ple-output (MIMO) systems [39] and co-
operative networks [40], respectively.

In MIMO systems, both transmitter 
and receiver devices may be equipped 
with more than one antenna, as can be 
seen in Figure 3, which shows a simple 
two-station example. MIMO systems, 
in general, can be classified into three 
categories, namely, precoding, spa-
tial multiplexing, and diversity cod-
ing. With precoding, the same signal 
is transmitted by more antennas to 
improve the robustness of the link 
between transmitter and receiver. To 
obtain the best performance, it is nec-
essary to adequately treat the signal 
to be sent. This is usually done with a 
technique called beamforming, which 
involves assigning different weights 
to the signal transmitted by the differ-
ent antennas in agreement with some 
channel state information that must be 
known in advance at the transmitter.

With spatial multiplexing, the dif-
ferent antennas may transmit differ-
ent signals on different paths. This is 
an effective technique to increase the 
overall channel capacity in that, if an 
adequate spatial diversity among the 
different transmitted streams is main-
tained, then those streams may be 
received simultaneously. In diversity 
coding, the same signal is transmitted, 
but in this case, there is no knowledge 
of the channel state, so beamforming 
cannot be applied. Multiple antennas 
are used on the receiver side, requiring 

an adequate selection on the several 
received streams (which actually could 
also be due  to multipath) in order to 
extract the received signal. Some dif-
ferent combining techniques can be 
applied in this case, as outlined in [39].

To enhance the timeliness of MIMO-
based industrial wireless communi-
cation systems, both precoding and 
diversity coding techniques represent 
very attractive solutions, since they 
increase substantially the probability 
that a frame will be correctly received 
on the first transmission attempt. How-
ever, since channel state information 
is usually not known at the transmit-
ter, beamforming cannot be effectively 
carried out. As a consequence, diver-
sity coding seems to be the most suit-
able technique.

In cooperative networks, a trans-
mission between two stations is 
achieved with the help of some further 
nodes called relayers [41], which actu-
ally cooperate to forward data to the 
destination via multiple paths. These 
nodes may or may not be equipped 

with multiple antennas. In any case, 
regardless of the configuration of the 
cooperating nodes, they need to be 
coordinated, and this is an aspect that 
increases the complexity of this spatial 
diversity technique.

Summary of Timeliness 
Enhancement Techniques
Table 2 summarizes the timeliness en-
hancement techniques outlined in this 
section along with some information 
about their practical implementation as-
pects. Particularly, for each of the men-
tioned techniques, the table specifies at 
which layer of the protocol stack it is re-
quired to access in order to practically 
implement the technique. Moreover, in 
a further column we consider the most 
popular WLANs/WPANs standards, re-
ferring specifically to IEEE 802.11, IEEE 
802.15.4, and IEEE 802.15.1 (since they 
are the communication systems on 
which most of the industrial wireless 
networks rely) and we indicate which of 
them natively implement the mentioned 
timeliness enhancement techniques.

FIGURE 3 – Example of a MIMO system.
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Timeliness of Available 
Industrial Wireless Networks
In this section, we analyze how time-
liness issues are addressed by some 
of the most popular industrial wire-
less networks.

Wireless HART and ISA 100.11a
Both Wireless HART and ISA 100.11a 
are the two leading standards in the 
context of IWSNs. Basically, they al-
low for a connection of a relevant num-
ber of (field) devices, implementing 
various configurations, with the great 
advantage of avoiding (wired) cable 
connections. These features make 
them particularly suitable for applica-
tions such as process automation/con-
trol, even for plants distributed over 
extended geographical areas. Although 

there are some significant differenc-
es between Wireless HART and ISA 
100.11a, both networks define similar 
devices that are concerned with the 
typical applications for which the net-
works are conceived.

The protocol stacks of both Wire-
less HART and ISA 100.11a are quite 
similar, as described in [42]. At the 
lowest layer, these networks make use 
of the physical transmission system 
defined by IEEE 802.15.4, with a rate of 
250 Kb/s in the 2.4 GHz ISM unlicensed 
band. The data link layers are slightly 
different; nonetheless, both networks 
are based on a slotted transmission, 
which specifies that each transaction 
on the network has to take place within 
a slot whose duration is set to 10 ms 
in Wireless HART, whereas ISA 100.11a 

supports different values. Slots can be 
either dedicated or shared, meaning 
that access to the network by the sta-
tions may be either ordered (as in the 
case of dedicated slots) or random 
(shared slots). Particularly, in this latter 
case, stations that want to transmit on 
a slot use a carrier sense multiple ac-
cess with collision avoidance (CSMA/
CA) technique to compete for channel 
access. Data transmission on the net-
work is achieved via superframes that 
represent groups of slots. The data rate 
of both Wireless HART and ISA 100.11a, 
along with the characteristics of their 
MAC layer protocols (particularly the 
structure of the superframes), suggests 
that they are suitable for applications 
that require both cycle times and maxi-
mum delivery times of the acyclic data 
ranging from hundreds of milliseconds 
to a few seconds.

Figure 4 shows an example of a data 
transmission. The upper side refers to 
the dedicated slot n, where the com-
munication between station W and sta-
tion X takes place immediately, since 
station W is supposed to have  reserved 
access to the slot. Conversely, in the 
lower side of Figure 4, where slot m is 
shared, three stations (U, V, and W) are 
assumed to compete for access to the 
slot. In the example, it is supposed that 
station V will win the competition and, 
consequently, start a communication 
with station Y.

The strategy adopted by the data 
link layers of both Wireless HART and 
ISA 10.11a to ensure adequate timeli-
ness is represented by the combination 
of a TDMA technique, used to access 
the physical medium, with pseudoran-
dom frequency hopping. The TDMA 
technique is implemented via the set of 
dedicated slots that grant devices ex-
clusive access (i.e., without contention) 
to the network, avoiding any further 
waiting time.  Moreover, retransmis-
sions in case of failures take place in the 
next available slot without introducing 
any further randomness. On the other 
hand, frequency hopping is achieved 
by randomly changing the transmis-
sion channel used by any given slot. In 
practice, moving from one slot to the 
next implies the change of transmis-
sion channel according to a random FIGURE 4 – Example of slotted communication.
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sequence. Such a technique clearly en-
sures good immunity to narrow band 
interference. Furthermore, the combi-
nation of TDMA and frequency hopping 
allows for the accommodation of more 
than one transaction on a single slot, 
with the consequent increase in the 
system throughput.

Both Wireless HART and ISA 100.11a 
have an additional interesting feature 
that allows them to increase both 
timeliness and reliability through the 
implementation of spatial diversity. In 
practice, for a given network configu-
ration, a link between any two devices 
may be achieved via several different 
physical paths. The whole set of these 
paths, known as a graph, is preconfig-
ured offline and identified by a graph 
ID. Thus, a message originating from a 
station may reach its final destination 
through different paths. Stations on the 
route are responsible for the choice of 
the path on which the message has to 
be forwarded within a specified graph. 
Such a choice is carried out on the ba-
sis of a graph table that is maintained 
on each station.

Figure 5 provides an example of 
graph routing for a network that com-
prises five stations that are crossed by 
three different graphs. Here, a message 
originating from station Y and directed 
to station U may be routed on all of the 
three different graphs shown in the fig-
ure. If, for example, graph 3 is chosen, 
then the sending station has to select 
one of the two possible paths (either 
Y U"  or Y X Z U" " " ) to forward 
the message. The choice may be ar-
bitrary or not, given that one of the 
two possibilities might be specified as 
preferred, in which case, that the first 
transmission will have to take place on 
the preferred link. If the transmission is 
not successful (i.e., an acknowledgment 
is not received by the sending station), 
then a new transmission attempt will 
be made on the alternative path, imple-
menting, in this way, spatial diversity. 
Conversely, if in Figure  5, either graph 
1 or graph 2 was chosen, then spatial di-
versity could not be achieved, since for 
both the graphs there is only one path 
from station Y to station U.

Also, Wireless HART supports 
a further routing technique called 

superframe routing. In this case, if a 
station receives a message in which 
the specified graph ID does not match 
any of the IDs for which it has been 
configured, then that station will wait 
to receive a superframe whose ID is 
equal to the graph ID specified in the 
incoming message. In this case, the 
station will forward the message to all 
of its neighbors that are addressed in 
the superframe.

IEEE 802.11–Based Systems
Although there are no standardized in-
dustrial communication systems based 
on the IEEE 802.11 WLAN, such a net-
work has been extensively addressed 
by the scientific literature since, thanks 
to its relevant features, it represents 
an attractive solution for industrial 
wireless communications. Indeed, the 
available data rates allow it, at least in 
principle, to achieve performance fig-
ures in the same order of magnitude as 

those provided by traditional (wired) 
industrial networks.

There are several practical ap-
plications in which IEEE 802.11 has 
already been deployed, such as the 
one described in [43]. The use of in-
frastructure IEEE 802.11 networks is 
envisaged, in particular, for hybrid 
systems (wired/wireless), as it repre-
sents the natural wireless extension 
of real-time Ethernet (RTE) networks 
[44]. In this context, a variant of the 
IEEE 802.11 MAC protocol has been 
defined in the EU project Flexware 
[45] in order to implement a hybrid ar-
chitecture capable of providing real-
time performance [46]. On the other 
hand, (industrial) ad hoc IEEE 802.11 
configurations can be deployed as 
well, since they are explicitly encom-
passed by the standard. As a further 
example, multimedia industrial appli-
cations often require adequate quality 
of service in the presence of relevant 

FIGURE 5 – Example of spatial diversity achieved via graph routing.
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amounts of data to transfer [47]. In 
these applications, when a wireless 
connection is necessary, IEEE 802.11 
surely represents the most suitable 
opportunity, particularly in light of 
the increased bandwidth made avail-
able by IEEE 802.11n.

The timeliness of IEEE 802.11-based 
systems for industrial applications may 
be improved in different ways. A first 
possibility is the introduction of the en-
hancements to the original MAC layer, 
provided by IEEE 802.11e. Particularly, 
as described in [48], the adoption of 
a mixed scheme that combines the 
enhanced distributed channel access  
with a TDMA technique has the ben-
eficial effect of reducing end-to-end 
delays as well as the number of lost 
frames. Secondly, as addressed in the 
section “Rate Adaptation,” the careful 

choice of the transmission rate is a key 
opportunity that deserves to be profit-
ably exploited.

Finally, it is worth mentioning that 
spatial diversity is explicitly foreseen 
by IEEE 802.11. Specifically, MIMO sys-
tems can be implemented by both IEEE 
802.11g and IEEE 802.11n. As a matter 
of fact, several devices currently avail-
able on the market are equipped with 
two antennas, for example the access 
points family specifically conceived 
for industrial applications described 
in [49]. Nonetheless, while IEEE 802.11g 
can only provide both precoding and 
diversity coding, since it is not able 
to contemporaneously send differ-
ent streams on more antennas, IEEE 
802.11n allows the complete set of 
MIMO functionalities, including spatial 
multiplexing, to be achieved.

WISA
The WISA is a communication system 
purposely developed to achieve fast 
and reliable data exchange over a wire-
less medium at the lowest levels of 
factory automation systems between 
a master station, referred to as WISA 
base station (BS), and up to 120 input 
slaves or 60 I/O arranged in a wireless 
cell. The transmission rate is 1 Mbit/s. 
Such a rate, given the structure of the 
frames used, ensures the achievement 
of cycle time values as low as 2 ms and 
maximum delivery times of acyclic data 
below 15 ms [16]. Several WISA cells 
may be connected to a wired network 
(typically either a fieldbus or an RTE 
network) via their base stations, imple-
menting configurations such as those 
shown in Figure 6, where two cells are 
connected to a wired fieldbus. The fea-
tures of WISA make it particularly suit-
able to realize wireless extensions of 
wired field networks, as described in 
[50], where the possible adoption of 
WISA cells to extend Profibus and Profi-
net networks is proposed.

To guarantee satisfactory timeliness, 
WISA makes use, at the MAC layer, of fre-
quency hopping associated with a TDMA 
technique that ensures elimination of 
channel conflicts. The data exchange 
between the BS and sensors/actuators 
takes place within the so-called WISA 
frame that lasts 2,048 ns and contains 
30 slots of duration 64 ns. As shown 
in Figure 7, which reports the structure 
of a WISA frame, each slot comprises 
four uplinks (from sensors to BS), used 
to transmit data as well as acknowledg-
ments, and one downlink (from BS to ac-
tuators). A communication error occurs 
when a sensor/actuator does not receive 
the acknowledgment relevant to the 
transmitted data. In these cases, data 
are retransmitted in the following frame. 
All the links use different frequencies 
so that they are contemporaneously ac-
tive. Moreover, the five frequencies are 
changed every time a new WISA frame 
is issued implementing the frequency 
hopping technique. It is worth observ-
ing that, while the uplinks are based on 
frequency multiplexing, the downlink 
uses time multiplexing, since, within a 
slot, four actuators are addressed in se-
quence by the BS.

FIGURE 6 – Example of a network using WISA cells.
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Finally, both timeliness and reliabil-
ity of WISA networks may be increased 
with spatial diversity, implemented 
by means of MIMO systems. However, 
while in principle, every WISA device 
may be equipped with multiple anten-
nas, in practice, the deployment of 
adequately spaced antennas may take 
place only for base stations.

Summary
Table 3 shows a summary that illus-
trates whether the timeliness enhance-
ment techniques mentioned in the 
section “Timeliness Enhancements” 
are implemented by the commercially 
available industrial wireless networks. 
It is worth observing that the tech-
nique called improved retransmissions 
has been marked as implemented for 
Wireless HART, ISA 100.11a, and WISA, 
since, although not adaptive, the (dif-
ferent) techniques adopted by these 
networks reflect, to a certain extent, 
the queued retransmission strategy de-
scribed in [25].

Related Work
In this section, we review some in-
teresting contributions to the field of 
industrial wireless communication 
systems from the scientific literature. 
Among the possible choices, the ar-
ticles we present have been selected 
because they specifically focus on the 
timeliness aspects we have discussed 
so far. As the reader will notice, some of 
the these articles were cited in the pre-
vious sections, since it was necessary 
to refer to them in those contexts. They 
are recalled in this section for a more 
detailed analysis.

General assessments about industri-
al wireless communications are provid-
ed in [51] and [7]. In particular, among 
the topics addressed in [51], the author 
refers to both spatial diversity and inter-
ference mitigation, stating that they are 
techniques that face the core problem 
of industrial wireless networking, repre-
sented by the necessity of providing the 
required levels of timeliness and reliabil-
ity. In the same direction, considerable 
attention to the adoption of wireless net-
works in industrial environments is paid 
in [7], which is specifically concerned 
with field-level communications.

A survey that focuses on IWSNs 
is presented in [52]. Among the sev-
eral topics addressed by the authors, 
it is worth mentioning the quality of 
service that must be able to cope with 
the applications using these networks. 
In this context, timeliness often repre-
sents one of the most relevant require-
ments with which to comply.

Both [44] and [53] address the topic 
of hybrid (wired/wireless) industrial 
networks, in which the interconnec-
tion between wired and wireless net-
work segments has a noticeable impact 
on the timeliness of the whole com-
munication system. Specifically, [44] 
is a survey that generally addresses 
wireless extensions of wired industrial 
networks, whereas adoption of WLAN 
infrastructures in industrial environ-
ments is the focus of [53].

Timeliness, as we have seen in the 
previous sections, is strongly related 
to the MAC protocol parameters. An 
interesting example in this direction is 
provided in [18], in which the authors 
focus on the MAC layer of IEEE 802.15.4, 
pointing out the possible existence 
of an unreliability problem (and the 
consequent negative impact on timeli-
ness) that may arise when the power 
management mechanism is enabled. 
In practice, when several nodes try to 
contemporaneously access the trans-
mission medium, the delivery ratio be-
comes considerably low. The authors 
show that such behavior is caused by 
the CSMA/CA algorithm used by IEEE 
802.15.4, particularly when power man-
agement is used in conjunction with the 
default parameter set recommended by 
the standard. For this reason, they sug-
gest the adoption of an adaptive param-
eter setting strategy capable of coping 

with the network operating conditions 
as well as with the requirements of the 
specific applications.

Finally, we would like to present 
two application examples where time-
liness enhancement is achieved by 
making use of some of the techniques 
described in [26]. The authors address 
the problem of providing real-time 
guarantees for messages delivered 
over wireless networks. Here they 
propose the adoption of a framework 
aimed at ensuring that the message 
deadlines are always matched. For a 
given set of messages characterized 
by some timing features (e.g., execu-
tion times, deadlines, periods, etc.), a 
truncated ARQ scheme (which bounds 
the number of transmission attempts), 
and a real-time scheduling analysis are 
combined in order to ensure that a mes-
sage is retransmitted (after a failure) 
only if it does not affect the real-time 
guarantees of other messages. Clearly, 
with such a strategy, the packet error 
rate (PER) cannot be zero, since, in 
some cases, scheduled messages are 
not retransmitted at all. Nevertheless, 
the results provided (obtained through 
numerical simulations) show that the 
PER is kept at lower values with respect 
to the traditional retransmission strate-
gies, while the bandwidth utilization is 
maintained at a good level.

The second application example 
is reported in [54]. Here the authors 
describe both the design and the im-
plementation of a wireless fieldbus, 
providing an example of its application 
to the temperature monitoring of plas-
tic machineries. The physical layer of 
the proposed network is based on IEEE 
802.15.4, whereas the MAC protocol, 
which has been purposely developed, 

taBlE 3—summarY oF tImElInEss EnHancEmEnt tEcHnIQuEs 
For commErcIallY aVaIlaBlE IndustrIal WIrElEss nEtWorKs.

TECHNIQUE WIRELESS HART ISA 100.11a IEEE 802.11 WISA

Ordered access ✓ ✓ ✓ ✓

Frame prioritization ✓ ✓ ✓ ✓

Improved retransmissions ✓ ✓ ✗ ✓

Rate adaptation ✗ ✗ ✓ ✗

Frequency diversity ✓ ✓ ✗ ✓

Spatial diversity ✓ ✓ ✓ ✓
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makes use of a hybrid access strategy. In 
particular, a TDMA technique ensures 
ordered access to nodes transmitting 
real-time data, while nonreal-time data 
(which are referred to as acyclic and 
used for network management in the ar-
ticle) make use of a CSMA/CA technique. 
In the practical application shown by the 
authors, a prototype network is used to 
acquire the temperatures measured by 
a maximum of 16 thermocouples. Each 
of these sensors periodically transmits 
three bytes (2 B for the temperature 
value and one status byte) to a central 
station. The minimum achieved period 
for the transmission of the temperature 
signals is 128 ms.

Conclusions
Today, wireless networks represent an 
appealing opportunity for industrial 
communication systems, since the ben-
efits that arise from their deployment in 
this scenario are noticeable. These net-
works, however, have to cope with the 
severe requirements of industrial com-
munication. In particular, they have to 
provide adequate timeliness.

In this article, we initially addressed 
some relevant issues concerned with 
the timeliness of industrial wireless 
communication systems, focusing on 
some general techniques that could be 
adopted to enhance it. Subsequently, 
we considered the most popular com-
mercially available industrial wireless 
communication systems and investi-
gated how they actually address timeli-
ness aspects.

As it is well known, timeliness is neg-
atively influenced by both the occur-
rence of transmission errors and the 
subsequent retransmission attempts, 
possibly interleaved by random back-
off times. Thus, to achieve good time-
liness, the first measure to adopt is, 
trivially, to ensure high transmission 
success probabilities, possibly on the 
first attempt(s). In this direction, or-
dered channel access and frame priori-
tization represent commonly available 
useful opportunities, since they basi-
cally limit channel conflicts and colli-
sions with the consequent benefits on 
the transmission success probability.

Also, techniques such as frequen-
cy diversity and spatial diversity are 

revealed to be effective, since the for-
mer provides good immunity to in-band 
interference, whereas spatial diversity 
increases the packet transmission suc-
cess probability through the use of 
either MIMO systems or cooperative 
networks. A further technique, namely 
rate adaptation, actually allows low 
PERs to be achieved. Unfortunately, rate 
adaptation may negatively impact time-
liness, since the algorithm typically ad-
opted by this technique (automatic rate 
fallback) can require a relevant number 
of transmission attempts to eventually 
come to the correct delivery of a packet. 
Consequently, we presented two alter-
native algorithms specifically tailored 
for industrial applications in that they 
ensure the number of retransmissions 
is kept very low. Furthermore, timeli-
ness may be increased by the adoption 
of improved retransmission strategies 
that, as described, dynamically adapt 
the polling sequences in master–slave 
configurations, depending on the statis-
tics of the transmission success prob-
abilities of each polled device.

Among the commercially available 
industrial communication systems, 
we took into consideration Wireless 
HART, ISA 100.11a, and WISA, which 
implement, even if in different ways, 
most of the aforementioned timeliness 
enhancement techniques. In detail, the 
only exception is represented by rate 
adaptation, since, for these networks, 
there is no way to change the transmis-
sion rate. 

On the other hand, IEEE 802.11- 
based systems, although not specifi-
cally conceived for industrial applica-
tions, natively offer a considerable set 
of opportunities to achieve satisfactory 
timeliness, even in this context, ranging 
from ordered channel access methods 
to automatic rate adaptation. Moreover, 
further improvements are envisaged in 
the  future, deriving from the introduc-
tion of IEEE 802.11n systems. Indeed, 
the adoption of the full MIMO capabili-
ties these networks are able to provide 
is expected to enhance timeliness, 
since it should significantly increase 
the first attempt transmission success 
probability. It must be considered, how-
ever, that the practical implementation 
of some of the proposed timeliness 

enhancement techniques requires di-
rect access to the protocol stacks of the 
devices employed,  to reprogram some 
of their low-layer primitives. Unfortu-
nately, such an option is not commonly 
provided by the manufacturers of IEEE 
802.11 devices.

It is also worth observing that, in 
some cases, a technique may comple-
ment others. For example, since the 
adoption of an effective rate adaptation 
algorithm ensures delivery of a packet 
with at most one retransmission at-
tempt, in this case, the availability of 
improved retransmission strategies 
and/or spatial diversity may no longer 
be necessary.

As a final consideration, it is worth 
stressing the continuous need for ex-
perimental results. Indeed, particularly 
in the field of industrial wireless com-
munications, the differences between 
the results derived from theoretical/
simulation analyses and those ob-
tained via practical experiments are 
often considerable [55]. In this context, 
the availability of real performance 
data represents a key issue, since, on 
the one hand, they reflect the actual be-
haviors of the communication systems, 
while, on the other hand, they may be 
used to tune the theoretical/simulation 
models to make their predictions much 
more realistic.
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